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Overview

� Introduction

� Context of the work

� Challenges

� Proposed architecture

� Learning from the user feedback and from pattern redundancy

� User driven method with AGORA

� Pattern redundancy
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� Pattern redundancy

� Description   

� Pattern selection

� Using connected components

� For text recognition (OCR)

� For typography analysis

� Using glyphs

� For word spotting

� For text transcription (OCR)

� Conclusion
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Introduction

Context of the work

� Collaboration with the CESR of Tours

� The Humanistic Virtual Library (BVH in French) 

� A research center and library with rare books (Loire Valley) 

� From the Renaissance period (14th - 16th)

� A pluri-disciplinary collaboration
Experts in DIA + Experts in old books + End-users
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Experts in DIA + Experts in old books + End-users

� Objectives: Deal with and manage specificity of old books

� Fully automatic is impossible because of variability

� Introduce more interaction into DIA systems

� user-driven method

� Adaptation according to image contents (typography)

� not before but during the processing
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Introduction

Challenges

� Experiments with OCR realized by [AitMohand&Al2010]
� Segmentation in lines, words, characters is a problem 
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� Learning datasets (typography) and prior knowledge (dictionaries and 
linguistic aspects) are very important
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Proposed Architecture

Learning from the users and from the data

Layout
Learning 
datasets and 
dictionaries have 
to be adapted 
for each book !

Segmentation and layout 
analysis have to be 
adapted for each book !

Queries
Collaboration
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� User-driven analysis

� Extraction of specific elements
of contents (dropcaps, …)

� Generate XML files describing
the structure (similar to Alto)

Lines, words and CC positions

System Architecture

User-driven analysis with AGORA

Lines, words and CC positions

� Used since 2004 (CESR)

� Bases of ormemantal letters ( +of 15000) and of typographical materials

� Bases of portraits (+ de 1500)

Voir sur http://www.bvh.univ-tours.fr

Download :

http://www.rfai.li.univ-tours.fr/pagesperso/ramel/fr/work1.html
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Pattern Redundancy in text 

Description

� Goal: Analyzing redundancy in images (text part for us)

� A text, ancient or not, is made up of sequences of similar patterns 

� Methods: Clustering of similar patterns to create groups (classes) 

� Comparison of patterns (matching techniques)

� Without prior knowledge about the meaning of these patterns 

� Constraints are that the techniques should:� Constraints are that the techniques should:

� Produce very homogeneous clusters � Different patterns may 

not be blended into one cluster

� Produce a minimal number of clusters

� What could be a pattern?

� Connected components [Lebourgeois95]

� Words [Kluzner&Al2009]

� Others [Roy&Al2011]

� Redundancy rate > 80 %

� Used first for compression in Debora project and DjVu Format 7
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Using connected components
AGORA ouputs
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Using connected components
For Transcription

� RETRO  GUI – Computer Assisted Transcription (manual)

� For tagging the clusters using unicode

� Cluster visualization

� Characters (CCs) in context

� Creation (selection) of new templates
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Using connected components

For Transcription

� Inside a loop !

� Cooperation between manual (collaborative users), 
automatic (OCR) and contextual (dictionaries) contributions

� Adaptive-system : From simplest to the more complicated

User collaboration [Neudeker&Al2010] 

Collaborative

User collaboration [Neudeker&Al2010] 
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� Create a classification of the Early Modern fonts

� Relationship between words containing characters which have the 
same shape � typographical family and character style

� Sorted newly created families to find the main typography class as 
well as minor typographies used for a precise logical meaning

� Very small typographical families represent words which seldom 
occur in the text (text in graphics, titles, authors' names, etc.) 

Using connected components

For Typographic analysis
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occur in the text (text in graphics, titles, authors' names, etc.) 

� Study of aesthetic aspects of printing 

� The thickness and the shape of printing types evolved greatly from 
the 15th to the mid-16th century

� Extract and create new font packages from specific printing material 
(e.g. rare books printed with particular plug sets). 
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� Improving the OCR learning step (templates)

� Dataset production

� Based on the previous proposition � typographic analysis

� Produced fonts + model of distortion and degradation = 
adapted training sets

Using connected components

For Typographic analysis
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� Dynamic template selection (incremental learning)

� Identification of specific fonts used inside the images

� Automatic selection of specific OCR dedicated to that font 
(mono-font OCR)

� Increase the potential performances of OCR engines

� Adaptive-systems able to learn from the data
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Using connected components

Experiments

� Vésale – 1543

� 150 pages in Latin

� 1.062.081 connected components

� Around 40.000 clusters

� The 200 largest classes 
correspond to 85% of the text

57% of the classes are composed � 57% of the classes are composed 
of a single shape

� 90% of the classes are composed 
of less than 10 occurrences

� Ignoring these classes during 
transcription means to miss one 
character for 14 � more than one 
on each text line !!!
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Using connected components (CC)

Discussions

� Good points with CC redundancy

� CCs should correspond to characters

� System can learn from the images and adapts itself to the used 
typographic materials

� Cluster transcription or recognition instead of individual pattern 
recognition (collaborative, manual, contextual, automatic, …)

� The segmentation problem is still remaining…
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� The segmentation problem is still remaining…

� Still require a segmentation step for characters, words and lines

� Problem with touching and broken characters (CCs)

� Problem with accents, punctuations, …
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Using glyphs [Roy&Al2011]

For Word spotting

� Overcoming of the segmentation problem

� Glyphs (parts of the connected components) instead of CCs

� Don’t need a segmentation in words and in characters 

� Water reservoir method to split a CC into glyphs

Cut at the maximum height
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Cut at the maximum height
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Using glyphs

For word spotting

� Clustering of glyphs

� Similarity measure between glyphs

� For comparison of 2 glyph images

� Size normalization by 20x20

� Creation of a codebook of frequent glyphs� Creation of a codebook of frequent glyphs

� Using a set of training images

� Clustering of glyphs

� Clusters selection (according to the size)

� A glyph cluster is represented by a selected glyph (median)

� Text blocks are encoded  

� Each text line is indexed by a string of codebook indexes

� Glyph clasisication with the same similarity measure
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� Word retrieval 

� Glyph extraction and classification

� Top c=3 conservation (label and similarity measure)

Using glyphs

For word spotting

� Approximate string matching algorithm (DTW like) 

� Length of the strings Query and Indexed may be different

� Finds all substrings of the Query that have at most k errors

� Adapted to handle ‘c’ choices for each glyph in the Query
17
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Using glyphs

For word spotting

� Experiments

� Examples of Top 3 results for 5 queries

� Examples of spotted regions 
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Using glyphs

For word spotting

� Experiments

� 45 pages of a historical book written mostly in French

� AGORA line segmentation � 8675 word blocks

� Codebook of glyph generated from 24 pages (training)

� 57324 glyphs found in the training pages 

� Clustered in 183 representative glyphs

� With connected components � 326 representative clusters� With connected components � 326 representative clusters

� Indexing = page processing 

� Results on 20 query word images
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Conclusion

� Proposition of new methods

� Learning from the images (using redundancy analysis)

� Adaptive system,  user-driven system

� Cluster transcription / recognition (collaborative, manual, contextual, 
automatic, …) instead of individual pattern recognition

� Segmentation of text in words and word in characters is a problem

� Touching and broken characters/connected components
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� Touching and broken characters/connected components

� Accents, punctuations, …

� Using glyphs can be a solution

� Done for Word spotting

� To be studied for Transcription

� Work in progress…

� Continue on using glyphs for text spotting and transcription

� Google DH project (typography, lexicons, …) with CESR
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Thanks

Questions ?
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Questions ?
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Context of the work

� {Marinia2003]

� Character Objects = CO 

� Extraction and clustering of COs

� The COs in the word are located

� Each CO is labeled with the output neuron of the trained SOM.

� The word image is partitioned into a fixed number of vertical slices.

� Each slice gets the label of the CO with the largest overlap with it
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Context of the work

� Word Spotting [Leydier&Al2009] 

� Guides and Zone of interests
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Introduction

Our proposal

� More interaction in DIA systems  
� For adaptation according to each “book” specificities
� For integration of the user needs

� Interactive analysis of images
� Adaptation according to user objectives

Incremental analysis of images
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� Incremental analysis of images
� Segmentation for recognition, recognition for segmentation 
� Solution: From the simplest to the more difficult

� Requirement 

� An adequate representation of the image content

� Interoperability and compatibility capabilities between automatic 
and manual processing
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Introduction

Our proposal

� Why OCR software will never work 
on  such books ? 

� Linguistic aspects (Old French, Latin, …) 

� Typography

� Materials (specific fonts)� Materials (specific fonts)

� Spacing (touching, broken, space)

� For example 

� The “long s” characters often 
confused with the letter “f” by OCRs 

� The “ct” ligature used in European fonts before the 19th

� Pattern to recognize (words, characters or primitives)?
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Introduction

Our proposal

� Experiments (on synthetic data)
� Significant improvement when modifying the learning set of the OCR 

according to fonts present in documents 

� Experiments (on books from 17th - 18th) 
� Significant improvement when replacing the default learning set by template 

characters from Human or Garalde font families:
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characters from Human or Garalde font families:
� Numerous ligatures between characters 
� Special characters used during the Renaissance period

Results provided by [AitMohand&Al2010]
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Using connected components

Experiments

� Montaigne - 1557

� 119 pages – 3260 text blocks

� 125 744 connected components 
(pseudo characters)

� 29 943 clusters

� 25 classes =  25% of the text

� 136 classes = 50% 
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� 136 classes = 50% 

� 4 000 classes = 75%

� 20 000 classes = 90%

� 79% of the classes are 
composed of a single shape

� The biggest class = 3%

� 1,2% of the shapes are put in 
the wrong cluster



Using Pattern Redundancy for Text Transcription and Retrieval

Pattern Redundancy

Pattern selection

� Using Words as Patterns [Kluzner&Al2009]

� Converge after about 30000 words - limit of 85% for 40000 words

� Experiments : 101 scanned pages from a book printed in 18th century 
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Pattern Redundancy

Pattern selection

� Using connected components as patterns

� The first and simplest way to realize such analysis

� Redundancy rate starts around 75% when using a single page

� Redundancy can reach up to 95% when processing an entire book 
(modern)

� This rate depends largely on the quality of printing
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� Redundancy rates slightly upwards of 80% when documents present 
high typographical variabilities of character style, size, and font. 


